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Abstraci—We propose a new probabilistic coverage protocol
(denoted by PCP) thal considers probabilistic sensing models.
PCP is fairly general and can be used with different sensing
models, In particular, PCP requires the compaiation of a single
parameter from the adopted sensing moedel, while evervihing
else remains the same. We show how this parameter can be
derived in general, and we aclually do the caleulations for two
example sensing models: (i) the probabilistic exponential sensing
maodel, and (i} the commonly-used deferministic disk sensing
madel. The first model is chosen because it is conservative in
terms of estimaling sensing eapacity, and it has been used hefore
in another probahbilistic coverage prolocol, which enables us
to conducl a fair comparison. Because it is conservalive, the
exponential sensing model can be used as a first approximation
for many other sensing models. The second model is chosen
to show that our profocol can easily funclion as a determin-
islic coverage prolocol. In fhis ease, we compars our protocol
against fwo recent deterministic protocols that were shown to
outperform others in the literatore. Gur comparisons indicate
that o profocol oniperforms all other profocols in several
aspects, including number of activated sensors and total energy
consumed. We also demonsirale the robustness of our protocol
against random node filures, node location inaccuracy, and
imperfect time syachronization.

1. INTRODUCTION

Sensor networks have been proposed for many applications
such as forest five detection, area surveillance, and natural
habitat monttoring [1]. A common ground for all such ap-
plicaticns is that every sensor can detect an event ocourring
within ils sensing ronge, and sensors collaborate in some way
to deliver events, or information related to these events, to
processing centers for possible actions.

In many of the previous works, the sensing range is assumed
to be a uniform disk of radius r,. The disk model assumes
that if an event happens al a distance less than or equal fo
ry from the sensor location, the sensor will deterministically
detect this event. On the other hand, an event occuiring at
a distance vy + ¢ {e > 0) can nol be delected at all, even
for very small ¢ values (see Fig. 1{a)). The disk sensing
maodel is appealing, because it makes coverage maintenance
protocols, e.g., [2]-{4], less complicated to design and analyze.
It also makes analytical and asymptotic analysis, e.g., [5], [6],
tractable. However, it is unlikely that physical signals drop
abruptly from high, full-strength values to zero, as the disk
model assumes. This implies that there might be a chance
to defect an event occurring al distances greater than r,. By
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ignoring this exlra sensing capacily, the disk model may not
fully wiilize the sensing capacily of sensors, which may lead
to: (1) deploying more sensors than needed and thus incurring
higher cost, (i1} activating redundart sensors which increases
interference and wastes energy, and ultimately (iii) decreasing
the lifetime of the sensor network,

Several studies {7]-[11] have argued that probabilistic sens-
ing models capture the behavior of senisors more realistically
than the delerministic disk model. For example, through
experimental study of passive infrared (PIR) sensors, the
authors of [11] show that the sensing range is better modeled
by a contingous probabilily distribution, which is a normal
distribution in the case of PIR sensors. The authors of [7],
18] use an exponential sensing model, where the sensing
capacily degrades according (o an exponential distribution
after a certain threshold, as shown in Fig. 1(b). Whereas the
authors of [10] propose a polynomial function to mwodel the
probabilistic nature of the sensing range, as shown in Fig, 1{d).
TFurthermore, the authors of [9] assume that the sensing range
cant be wodeled as layers of conceniric disks with increasing
diameters, and each layer has a fixed probability of sensing,
as shown in Fig. 1(c). A probhabilistic sensing model is more
realistic because the phenomenon being sensed, sensor design,
and environmental conditions are all stochastic in nature, For
instance, noise and interference in the environment can be
modeled by stochastic processes. Sensors manufactred by
the same factory are nol deferomnistically identical in their
behavior, rather, sensor characteristics are usoally modeled
using statistical distributions.

While more realistic, probabilistic sensing models infroduce
new challenges for coverage protocols in sensor networks.
First, the sensing range of a sensor is no longer a nice regular
disk, and therefore, it becormes harder to define the notion
of overlapping between sensing ranges of different sensors.
This nolion is critical in coverage prolocols, eg, OGDC (4],
that minimize overlapping befween sensing ranges 1o activate
the minimum number of sensors while ensuring full coverage.
This imnplies that directly using probabilistic sensing madels in
coverage protocols that assume disk sensing model may yield
incorrect functioning of these protocols, such as terminating
while somne subareas are uncovered, or aclivaling more sensors
than actually needed. Most of the current coverage protocols,
including CCP [2], PEAS [12], Ottawa [13], and OGDC [4],
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Fig. 1.

assume disk sensing model. Second, the traditional definition
of the coverage itself—which states that every point in the area
must be within the sensing range of at least one sensor—is no
longer valid because of the probabilistic nature of the sensing
range. Therefore, a new definition for coverage is needed when
probabilistic sensing models are considered.

In this paper, we propose a new probabilistic coverage
protocol (denoted by PCP) that considers probahilistic sensing
models. We design PCP keeping in mind that no single sensing
model (probabilistic or not) will accurately model all types
of sensors in all environments. It is expected that different
sensor types will require different sensing models. Even for the
same sensor type, the sensing model may need to be changed
in different environments or when the technology changes.
Designing, implementing, and testing a different coverage
protocol for each sensing model is indeed an extremely costly
process, if at all possible. To address this challenging task, we
design our protocol with limited dependence on the sensing
model. In particular, our protocol requires the computation
of a single parameter from the adopted sensing model, while
everything else remains the same. We show in this paper how
this parameter can be derived in general, and we actually do
the calculations for two sensing models: (i) the probabilistic
exponential sensing model [7], [8], and (ii) the commonly-used
deterministic disk sensing model. The first model is chosen
because it is conservative in terms of estimating sensing
capacity, and it has been used before in another probabilistic
coverage protocol (CCANS [8]). This enables us to compare
our protocol against CCANS, which is the only fully-specified
probabilistic coverage protocol that we are aware of. Also
because it is conservative, the exponential sensing model can
be used as a first approximation for many other sensing
models. The second model is chosen to show that our protocol
can easily function as a deterministic coverage protocol. In
this case, we compare our protocol against two recent de-
terministic protocols that were shown to outperform others
in the literature. Our comparisons indicate that our protocol
outperforms the other two in several aspects, including number
of activated sensors and total energy consumed. We also
demonstrate its robustness against random node failures, node
location inaccuracy, and imperfect time synchronization.

The rest of the paper is organized as follows. We summarize
the related work in Section II. In Section III, we formally
define the probabilistic coverage problem, and present the
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Some of the sensing models used in the literature.

key ideas behind our new probabilistic coverage protocol. In
Section IV, we present the details of our new protocol, and
in Section V, we prove its correctness and provide bounds
on its convergence time and message complexity. We also
prove the condition on the communication range needed for
our protocol to provide connectivity in addition to coverage.
In Section VI, we evaluate our protocol and compare it against
other deterministic and probabilistic coverage protocols in the
literature. We conclude the paper in Section VIL

II. RELATED WORK

Coverage in sensor networks has received significant re-
search attention. The studies in [3], [6] conduct asymptotic
and analytical analysis to provide necessary and sufficient con-
ditions for coverage in various environments. In [14], optimal
deployment patterns for different ratios of the communication
and sensing ranges are proposed. While these studies provide
useful insights and guidelines, which we indeed benefited
from, they do not propose specific coverage protocols.

Several distributed coverage protocols have been proposed
for the disk model. For example, OGDC [4] tries to minimize
the overlap between the sensing circles of activated sensors,
while CCP [2] deactivates redundant sensors by checking that
all intersection points of sensing circles are covered. Other
carlier protocols include PEAS [12] and Ottawa [13]. We
compare our protocol against the more recent OGDC and CCP
protocols, because, according to the performance evaluations
in [2], [4], they outperform the earlier ones.

Probabilistic coverage with various sensing models has also
been studied in [8]-[10]. The work in [10] analytically studies
the implications of adopting probabilistic and disk sensing
models on coverage, but no specific coverage protocol is
presented. In [9], the sensing range is modeled as layers of
conceniric disks with increasing diameters, where the proba-
bility of sensing is fixed in each layer. A coverage evaluation
protocol is also proposed. Although the authors mention
that their coverage evaluation protocol can be extended to a
dynamic coverage protocol, they do not specify the details of
that protocol. Therefore, we could not compare our protocol
with theirs. The closest work to ours is [8], where the authors
assume that the sensing capacity decreases exponentially fast
after certain threshold. The authors also design a probahilistic
coverage protocol (CCANS) based on that model. We use the
same sensing model in our coverage protocol and compare
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it against CCANS. Unlike CCANS, our protocol can utilize
different probabilistic and deterministic sensing models.

Finally, a closely-related problem to coverage is comnec-
tivity. k-connectivity (& > 1) means that there are at least
k disjoint paths between any pair of nodes in the network.
For the disk sensing and communication models, it has been
proven that if the communication range of sensors 18 af least
twice the sensing range and the monitored area is convex, then
k-coverage implies k-connectivity [2], [4], [8]. In this paper
we prove the condifions under which probabilistic coverage
ensures l-cotnectivity.

IIT. PROBABILISTIC COVERAGE

In this section, we define the notion of probabilistic cov-
erage, and we discuss the key ideas behind our probabilistic
coverage protocol. We starl by presenting some usefal facts
on coverage using the disk sensing model. Then, we discuss
coverage using probabilistic sensing models.

A Coverage using Isk Sensing Model

The disk sensing model simplifies the coverage problem. In
fact, oplimal solutions for il can be obtained efficienily. As
mentioned in [14], covering an area with disks of same radius
{rg) can optimally be done by placing disks on vertices of a tri-
angular lattice, where the side of the triangle is +/3r,. We can
use this triangular lattice idea in designing a coverage protocol
that activates a minimal subset of deploved sensors to ensure
coverage as follows. The protocol works by first activating
arty sensor in the area. This sensor activates six other sensors
located at vertices of the hexagon ceniered at that sensor. Bach
activated sensor in furn activates other sensors at vertices of its
own hexagon. This process continues (1] the activated sensors
form a virtual rangular lattice over the whole area. Activating
sensors in this way minimizes the overlap between the sensing
ranges of sensors. The above protocol is idealistic and many
practical issues need to addressed, as will be discussed later.

B Coverage using Probabilistic Sensing Models

Under probabilistic sensing models, the sensing range is
no longer a disk, Murthermore, the overlap among sensing
ranges of different sensors is not clearly defined. Therefore,
the overlap minimization idea may not work with prohabilistic
coverage protocols that seek to optimize the number of acti-
vated sensors. For such protocols, we propose a new tuethod
for activating the minimnum nomber of sensors while ensuring
the monitored area is probabilistically covered. We first state
two definifions that we use in the discussion.

Definition 1 (Probabilistic Covernge): An area 4 is prob-
abilistically covered by n sensors with threshold parameter
60 <8< 1)if Pl) =1 []7,(1  pilx)) = 8 for
every point x in A, where p;{x) is the probability that sensor
¢ detects an event ocowiring at 7.

Note that P{x) in the ahove definilion measures the col-
lective probability from all n sensors to cover point z, 7 {x)
is specified by the adopted sensing model, and the coverage
threshold parameter 8 depends on the requirements of the
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and p;(z) as a binary
{funciion that takes on either O or 1 i the above definition, we
get the commonly-used deterministic coverage definition with
the disk sensing model.

Definition 2 (Least-covered Poinf): A point x within an
area A is called the least-covered point of 4 if F(x) < F(y)
for all ¥ # x in A

The main idea of our probabilistic coverage protocol is Lo
ensure that the [east-covered polnt in the monitored area has
a probability of being sensed that is at least 8. To implemnent
this idea n a distributed protocol with no global knowledge,
we divide the area info smaller subareas. For each subares,
we determine the least-covered point in that subarea, and we
activate the minimum number of sensors required to cover the
least-covered point with a probability more than or equal to
8. 1o enable our protocol to work optimally under the disk
sensing model as well as probabilistic sensing moedels, we
divide the monilored area inlo equi-lateral triangles forming a
friangolar latfice. Now we need to compuie the location of
the least-covered point in each triangle. Then, we need to
compute the maximum length of the triangle side at which
the probability of sensing at the least-covered point is at
least 8. Knowing this maximum length, the coverage protocol
functions in the same manner as described in Section HI-A: It
tries to activate nodes at vertices of the lattice triangles. Notice
that this is an idealisfic version of our protocol to describe
the core idea. Practical considerations, such as inaccuracies in
node locations, are handled later in the paper. Notice also that
the main difference between the deterministic and probabilistic
coverage protocols is that the former fries to minimize the
overlap belween sensing ranges, while the latter streiches
the separation between aclive sensors (0 its maximom while
ensuring that the coverage at the least-covered point exceeds
a given threshold 8.

We refer to the maximum length of the triangle side as
the maximum separation between any two active sensors, and
we denote & by s Computing s depends only on the sensing
model used. In the next subsection, we derive s for two sensing
models: the exponential sensing model [7], [8], and the disk
sensing model. Computing & for other sensing models can be
done in a similar way. We should emphasize that the operation
of our probahilistic coverage prolocol (PCP), described in
detail in Sections 1V and V, does nof change by changing the
sensing model. The only parameter that needs to be determined
and given (o PCP is the maximum separation between any {wo
active sensors s, which is computed from the sensing model.

. Computing Maximum Separation for Expomentiol and Disk
Sensing Models

This section presents the details of deriving the maximum
separation s between any two active nodes for two example
sensing models. s is the only required parameter that needs
to be computed from the sensing model for our coverage
protocol.

The first model that we derive s for is the exponential
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