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Abstract-We propose a new probabilistic coverage protocol
(denoted by PCP) that considers probabilistic sensing models.
PCP is fairly general and can be used with different sensing
models. In particular, PCP requires the computation of a single
parameter from the adopted sensing model, while everything
else remains the same. We show how this parameter can be
derived in general, and we actually do the calculations for two
example sensing models: (i) the probabilistic exponential sensing
model, and (ii) the commonly-used deterministic disk sensing
model. The first model is chosen because it is conservative in
terms of estimating sensing capacity, and it has been used before
in another probabilistic coverage protocol, which enables us
to conduct a fair comparison. Because it is conservative, the
exponential sensing model can be used as a first approximation
for many other sensing models. The second model is chosen
to show that our protocol can easily function as a determin-
istic coverage protocol. In this case, we compare our protocol
against two recent deterministic protocols that were shown to
outperform others in the literature. Our comparisons indicate
that our protocol outperforms all other protocols in several
aspects, including number of activated sensors and total energy
consumed. We also demonstrate the robustness of our protocol
against random node failures, node location inaccuracy, and
imperfect time synchronization.

I. INTRODUCTION
Sensor networks have been proposed for many applications

such as forest fire detection, area surveillance, and natural
habitat monitoring [1]. A common ground for all such ap-
plications is that every sensor can detect an event occurring
within its sensing range, and sensors collaborate in some way
to deliver events, or information related to these events, to
processing centers for possible actions.

In many of the previous works, the sensing range is assumed
to be a uniform disk of radius r,. The disk model assumes
that if an event happens at a distance less than or equal to
r5 from the sensor location the sensor will deterministically
detect this event. On the other hand, an event occurring at
a distance r c (c > 0) can not be detected at all, even
for very small e values (see Fig. 1(a)). The disk sensing
model is appealing because it makes coverage maintenance
protocols, e.g., [2]-[4], less complicated to design and analyze.
It also makes analytical and asymptotic analysis, e.g., [5], [6],
tractable. However, it is unlikely that physical signals drop
abruptly from high, full-strength values to zero, as the disk
model assumes. This implies that there might be a chance
to detect an event occurring at distances greater than r,. By
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ignoring this extra sensing capacity, the disk model may not
fully utilize the sensing capacity of sensors, which may lead
to: (i) deploying more sensors than needed and thus incurring
higher cost, (ii) activating redundant sensors which increases
interference and wastes energy, and ultimately (iii) decreasing
the lifetime of the sensor network.

Several studies [7]-[11L] have argued that probabilistic sens-
ing models capture the behavior of sensors more realistically
than the deterministic disk model. For example, through
experimental study of passive infrared (PIR) sensors, the
authors of [11] show that the sensing range is better modeled
by a continuous probability distribution, which is a normal
distribution in the case of PIR sensors. The authors of [7],
[8] use an exponential sensing model, where the sensing
capacity degrades according to an exponential distribution
after a certain threshold, as shown in Fig. l(b). Whereas the
authors of [10] propose a polynomial function to model the
probabilistic nature of the sensing range, as shown in Fig. l(d).
Furthermore, the authors of [9] assume that the sensing range
can be modeled as layers of concentric disks with increasing
diameters, and each layer has a fixed probability of sensing,
as shown in Fig. l(c). A probabilistic sensing model is more
realistic because the phenomenon being sensed, sensor design,
and environmental conditions are all stochastic in nature. For
instance, noise and interference in the environment can be
modeled by stochastic processes. Sensors manufactured by
the same factory are not deterministically identical in their
behavior, rather, sensor characteristics are usually modeled
using statistical distributions.

While more realistic, probabilistic sensing models introduce
new challenges for coverage protocols in sensor networks.
First, the sensing range of a sensor is no longer a nice regular
disk, and therefore, it becomes harder to define the notion
of overlapping between sensing ranges of different sensors.
This notion is critical in coverage protocols, e.g., OGDC [4],
that minimize overlapping between sensing ranges to activate
the minimum number of sensors while ensuring full coverage.
This implies that directly using probabilistic sensing models in
coverage protocols that assume disk sensing model may yield
incorrect functioning of these protocols, such as terminating
while some subareas are uncovered, or activating more sensors
than actually needed. Most of the current coverage protocols,
including CCP [2], PEAS [1L2], Ottawa [13], and OGDC [4],
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Fig. 1. Some of the sensing models used in the literature.

assume disk sensing model. Second, the traditional definition
of the coverage itself which states that every point in the area
must be within the sensing range of at least one sensor-is no
longer valid because of the probabilistic nature of the sensing
range. Therefore, a new definition for coverage is needed when
probabilistic sensing models are considered.

In this paper, we propose a new probabilistic coverage
protocol (denoted by PCP) that considers probabilistic sensing
models. We design PCP keeping in mind that no single sensing
model (probabilistic or not) will accurately model all types
of sensors in all environments. It is expected that different
sensor types will require different sensing models. Even for the
same sensor type, the sensing model may need to be changed
in different environments or when the technology changes.
Designing, implementing, and testing a different coverage
protocol for each sensing model is indeed an extremely costly
process, if at all possible. To address this challenging task, we
design our protocol with limited dependence on the sensing
model. In particular, our protocol requires the computation
of a single parameter from the adopted sensing model, while
everything else remains the same. We show in this paper how
this parameter can be derived in general, and we actually do
the calculations for two sensing models: (i) the probabilistic
exponential sensing model [7], [8], and (ii) the commonly-used
deterministic disk sensing model. The first model is chosen
because it is conservative in terms of estimating sensing
capacity, and it has been used before in another probabilistic
coverage protocol (CCANS [8]). This enables us to compare
our protocol against CCANS, which is the only fully-specified
probabilistic coverage protocol that we are aware of. Also
because it is conservative, the exponential sensing model can
be used as a first approximation for many other sensing
models. The second model is chosen to show that our protocol
can easily function as a deterministic coverage protocol In
this case, we compare our protocol against two recent de-
terministic protocols that were shown to outperform others
in the literature. Our comparisons indicate that our protocol
outperforms the other two in several aspects, including number
of activated sensors and total energy consumed. We also
demonstrate its robustness against random node failures, node
location inaccuracy, and imperfect time synchronization.

The rest of the paper is organized as follows We summarize
the related work in Section II. In Section III, we formally
define the probabilistic coverage problem and present the

key ideas behind our new probabilistic coverage protocol. In
Section IV, we present the details of our new protocol, and
in Section V, we prove its correctness and provide bounds
on its convergence time and message complexity. We also
prove the conditionron the communication range needed for
our protocol to provide connectivity in addition to coverage.
In Section VI, we evaluate our protocol and compare it against
other deterministic and probabilistic coverage protocols in the
literature. We conclude the paper in Section VII.

II. RELATED WORK

Coverage in sensor networks has received significant re-
search attention. The studies in [5], [6] conduct asymptotic
and analytical analysis to provide necessary and sufficient con-
ditions for coverage in various environments. In [14], optimal
deployment patterns for different ratios of the communication
and sensing ranges are proposed. While these studies provide
useful insights and guidelines, which we indeed benefited
from, they do not propose specific coverage protocols.

Several distributed coverage protocols have been proposed
for the disk model. For example, OGDC [4] tries to minimize
the overlap between the sensing circles of activated sensors,
while CCP [2] deactivates redundant sensors by checking that
all intersection points of sensing circles are covered. Other
earlier protocols include PEAS [12] and Ottawa [13]. We
compare our protocol against the more recent OGDC and CCP
protocols, because, according to the performance evaluations
in [2], [4], they outperform the earlier ones.

Probabilistic coverage with various sensing models has also
been studied in [8]-[10]. The work in [10] analytically studies
the implications of adopting probabilistic and disk sensing
models on coverage, but no specific coverage protocol is
presented. In [9], the sensing range is modeled as layers of
concentric disks with increasing diameters, where the proba-
bility of sensing iS fixed in each layer. A coverage evaluation
protocol is also proposed. Although the authors mention
that their coverage evaluation protocol can be extended to a

dynamic coverage protocol, they do not specify the details of
that protocol. Therefore, we could not compare our protocol
with theirs. The closest work to ours is [8], where the authors
assume that the sensing capacity decreases exponentially fast
after certain threshold The authors also design a probabilistic
coverage protocol (CCANS) based on that model. We use the
same sensing model in our coverage protocol and compare
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it against CCANS. Unlike CCANS, our protocol can utilize
different probabilistic and deterministic sensing models.

Finally, a closely-related problem to coverage is connec-
tivity. k-connectivity (k > 1) means that there are at least
k disjoint paths between any pair of nodes in the network.
For the disk sensing and communication models, it has been
proven that if the communication range of sensors is at least
twice the sensing range and the monitored area is convex, then
k-coverage implies k-connectivity [2], [4], [8]. In this paper
we prove the conditions under which probabilistic coverage
ensures I -connectivity.

III. PROBABILISTIC COVERAGE
In this section, we define the notion of probabilistic cov-

erage, and we discuss the key ideas behind our probabilistic
coverage protocol. We start by presenting some useful facts
on coverage using the disk sensing model. Then, we discuss
coverage using probabilistic sensing models.

A. Coverage using Disk Sensing Model
The disk sensing model simplifies the coverage problem. In

fact, optimal solutions for it can be obtained efficiently. As
mentioned in [14], covering an area with disks of same radius
(r,) can optimally be done by placing disks on vertices of a tri-
angular lattice, where the side of the triangle is \3r. We can
use this triangular lattice idea in designing a coverage protocol
that activates a minimal subset of deployed sensors to ensure
coverage as follows. The protocol works by first activating
any sensor in the area. This sensor activates six other sensors
located at vertices of the hexagon centered at that sensor. Each
activated sensor in turn activates other sensors at vertices of its
own hexagon. This process continues till the activated sensors
form a virtual triangular lattice over the whole area. Activating
sensors in this way minimizes the overlap between the sensing
ranges of sensors. The above protocol is idealistic and many
practical issues need to addressed, as will be discussed later.

B. Coverage using Probabilistic Sensing Models
Under probabilistic sensing models, the sensing range is

no longer a disk. Furthermore, the overlap among sensing
ranges of different sensors is not clearly defined. Therefore,
the overlap minimization idea may not work with probabilistic
coverage protocols that seek to optimize the number of acti-
vated sensors. For such protocols, we propose a new method
for activating the minimum number of sensors while ensuring
the monitored area is probabilistically covered We first state
two definitions that we use in the discussion.

Definition 1 (Probabilistic Coverage): An area A is prob-
abilistically covered by n sensors with threshold parameter
0 (O < 0 < 1) if P(x) = 1- Hi (1- Pi ()) > 0 for
every point x in A, where pi(x) is the probability that sensor
detects an event occurring at x.
Note that PQx) in the above definition measures the col-

lective probability from all ni sensors to cover point x, p ()
is specified by the adopted sensing model, and the coverage
threshold parameter 0 depends on the requirements of the

target application. If we set 0 = 1 and pi() as a binary
function that takes on either 0 or I in the above definition, we
get the commonly-used deterministic coverage definition with
the disk sensing model.

Definition 2 (Least-covered Point). A point x within an
area A is called the least-covered poiut of A if P(x) < P(y)
for all y 74 x in A.
The main idea of our probabilistic coverage protocol is to

ensure that the least-covered point in the monitored area has
a probability of being sensed that is at least 0. To implement
this idea in a distributed protocol with no global knowledge,
we divide the area into smaller subareas. For each subarea,
we determine the least-covered point in that subarea, and we
activate the minimum number of sensors required to cover the
least-covered point with a probability more than or equal to
0. To enable our protocol to work optimally under the disk
sensing model as well as probabilistic sensing models, we
divide the monitored area into equi-lateral triangles forming a
triangular lattice. Now we need to compute the location of
the least-covered point in each triangle. Then, we need to
compute the maximum length of the triangle side at which
the probability of sensing at the least-covered point is at
least 0. Knowing this maximum length, the coverage protocol
functions in the same manner as described in Section III-A: It
tries to activate nodes at vertices of the lattice triangles. Notice
that this is an idealistic version of our protocol to describe
the core idea. Practical considerations, such as inaccuracies in
node locations are handled later in the paper. Notice also that
the main difference between the deterministic and probabilistic
coverage protocols is that the former tries to minimize the
overlap between sensing ranges, while the latter stretches
the separation between active sensors to its maximum while
ensuring that the coverage at the least-covered point exceeds
a given threshold 0.
We refer to the maximum length of the triangle side as

the maximum separation between any two active sensors, and
we denote it by s. Computing s depends only on the sensing
model used. In the next subsection, we derive s for two sensing
models: the exponential sensing model [7], [8], and the disk
sensing model. Computing s for other sensing models can be
done in a similar way. We should emphasize that the operation
of our probabilistic coverage protocol (PCP), described in
detail in Sections IV and V, does not change by changing the
sensing model. The only parameter that needs to be determined
and given to PCP is the maximum separation between any two
active sensors s which is computed from the sensing model

C Computing Maximum Separation forExponential and Disk
Sensing Models

This section presents the details of deriving the maximum
separation s between any two active nodes for two example
sensing models. s is the only required parameter that needs
to be computed from the sensing model for our coverage
protocol.

The first model that we derive s for is the exponential
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sensing model, which is defined as:
1, for d < r,

p(d) = 1x -( ): for d >r (1)

where p(d) is the probability of detecting an event happening
at a distance d from the sensor, r, is a threshold below which
the sensing capacity is strong enough such that any event will
be detected with probability 1, and ai is a factor that describes
how fast the sensing capacity decays with distance. We call
a the sensing capacity decay factor. The exponential model is
shown Fig. 1 (b). We consider this sensing model for two rea-
sons. First, it has been adopted before in [7], [8], which allows
us to conduct a fair comparison between our protocol and the
protocol in [8]. Second, it is conservative as it assumes that the
sensing capacity decreases exponentially fast beyond rs, which
mieans that the achieved actual coverage will be higher than
the estimated by the theoretical analysis. In addition, since the
exponential sensing model is conservative, it can be used as a
first approximation for other sensing models such as those in
[9]-[1L 1]. Therefore, sensor network designers may not need to
compute the exact value of the maximum separation parameter
for mathematically complex sensing models, and instead use
the exponential sensing model.

The following theorem provides the maximum separation
between any two active nodes s for the exponential sensing
model. The sketch of the proof is given below.

Theorem ] (Maximum Separation)): Under the exponential
sensing model defined in (1), the maximum separation between
any two active sensors on the triangular lattice to ensure that
the probability of sensing at the least-covered point is at least
0 is 3(rs -i(i )

Proof: To prove this theorem, we need to find the location
of the least-covered point. Using some geometrical properties
of triangles, it is shown in [15] that this location is at the
center of the triangle, which is at a distance of s/ 3 from
each vertex. The probability of sensing at the least-covered
poilnt is theln 1-(1-e ( 4r8V which should be greater
than or equal to 0. Manipulating this inequality, we get the
maximum separation s = 3(rs- ( )- 0

To derive the maximum separation under the disk sensing
model, we notice that the exponential sensing model reduces
to the disk model when we set a = oc. From Theorem 1, it
is easy to see that s = r, under the disk sensing model,
which is the same optimality condition proved in [4], [14].

IV. PCP: A PROBABILISTIC COVERAGE PROTOCOL
In this section we present our new probabilistic coverage

protocol (PCP). We start with an overview of PCP where some
simplifying assumptions are made to clarify the presentation.
Then, we present more details on various aspects of PCP In
the following section, we prove the correctness of the protocol
and analyze its complexity.
A. Overview of PCP
PCP is designed to achieve full coverage of a monitored

area. This is needed in many sensor network applications,

such as forest fire detection and habitat monitoring. PCP will
ensure (with probability at least 0) that each point in the
area is monitored by at least one sensor. Therefore, an event
(e.g., increase in air temperature) happening at any point in
the area is captured by an active sensor. PCP, however, may
not be suitable for applications that require a coverage degree
more than one or depend on dynamic characteristics of the
event. For example, in an intruder detection and classification
system, multiple sensors need to detect the event in order to
differentiate between different objects (e.g., person or vehicle)
and to estimate the speed and direction of the object. Part of
our future work is to extend PCP to support such applications.
As mentioned in the introduction, environmental conditions

and other factors make the sensing ranges of sensors deviate
from the perfect disk model. PCP does not assume that
all sensors are deterministically identical. Rather, it uses a
probabilistic distribution to model the sensing range. This
probabilistic distribution accounts for variations in the sensing
ranges of different sensors deployed in the monitored area.

The idea of PCP is to activate a subset of deployed sen-
sors to construct an approximrate triangular lattice on top of
the area to be covered. The lattice is approximate because
it is constructed in a distributed manner and is controlled
by sensor deployment. The initial sensor deployment is not
assumed to be on a lattice, it could be any distribution. In
our simulations we deploy sensors uniformly at random. The
maximum separations s between any pair of activated sensors
is computed from the adopted probabilistic sensing model and
the coverage threshold 0, as discussed in the previous section.
The choice of the sensing model only impacts s. After fixing
s at the appropriate value, the protocol should work the same
regardless of the adopted sensing model.

To simplify the presentation, we first describe our protocol
under the following assumptions. We address these assump-
tions in later sections.

* Single starting node. In the beginning of the protocol,
only one node starts as an activator. In Section IV-C, we
extend our protocol to handle multiple starting nodes.

* Nodes are time-synchronized at a coarse-grain level. In
the evaluation section, we verify that only coarse-grained
synchronization is needed and we study the robustness of
our protocol to clock drifts. In Section IV-D, we discuss
simple schemes to achieve this synchronization.

* Nodes know their locations. This is not hard to achieve in
practice given efficient localization schemes such as those
in [16], [17], any of them can be used with our protocol.
The protocols that we compare ours against [2] [4] [8]
also assume nodes know their locations. Note that our
protocol does not require accurate knowledge of global
positions, because the position information is used only
in local decisions to activate nodes, as will become clear
later. In the evaluation section, we analyze the robustness
of our protocol to inaccuracies in node locations.

* Sensing ranges of all sensors follow the same probability
distribution.

PCP works in rounds of R seconds each. R is chosen
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