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Abstract—
It is known [14] that TCP throughput can degrade significantly over UBR service in a congested ATM network, and the early packet discard (EPD) technique has been proposed to improve the performance. However, recent studies [11], [16] show that EPD cannot ensure fairness among competing VCs in a congested network, but the degree of fairness can be improved using various forms of fair buffer allocation techniques. Based upon the work in [16], we propose an improved scheme that utilizes only a single shared FIFO queue for all VCs and admits simple implementation for high speed ATM networks. Our scheme achieves nearly perfect fairness of throughput among multiple TCP connections, comparable to the expensive per-VC queuing technique. Analytical and simulation results are presented to show the validity of this new scheme and significant improvement in performance as compared with existing fair buffer allocation techniques for TCP over ATM.

I. INTRODUCTION
While ATM was originally conceived as a carrier of integrated traffic, the recent momentum on the rapid standardization of the technology has come from data networking applications. Since most data applications cannot predict their own bandwidth requirements, they usually require a service that allows all competing active virtual connections (VCs) to dynamically share the available bandwidth. Unspecified bit rate (UBR) service is the simplest service in ATM standardized for the support of data applications. Since transmission control protocol (TCP) is perhaps the most widely used transport layer protocol in existing data networks, the performance of TCP over UBR service in ATM is of major interest to ATM equipment vendors and service providers.

UBR service is designed for those data applications that want to use any available bandwidth and are not sensitive to cell loss or delay. Such connections are not rejected on the basis of bandwidth shortage and not policed for their usage behavior. During congestion, the cells may be lost but the sources are not expected to reduce their cell rates. Instead, these applications may have their own higher-level loss recovery and retransmission mechanisms, such as the window flow control employed by TCP.

Although it is relatively simple to support UBR service in ATM switches, recent results suggest that UBR without any ATM layer congestion control mechanism does not yield adequate performance [14]. The reason for such performance degradation is that when the loss mechanism simply discards arriving cells when buffer overflow occurs, each discarded cell is likely to belong to a different packet. A significant portion of the available bandwidth is then wasted since many packets transmitted are already corrupted by cell loss and thus need to be retransmitted.

To address this problem, more sophisticated frame discarding mechanisms such as the Early Packet Discard (EPD) algorithm [14] for UBR service have been proposed. The basic idea of EPD is to discard an entire packet prior to buffer overflow, so that the bandwidth is only utilized for the transmission of non-corrupted packets. EPD in fact represents a general class of packet discarding algorithms, which can be applied to any packet-based protocol running over ATM, such as TCP, UDP, and IPX etc.

One drawback of the EPD scheme proposed in [14] is that it cannot achieve fair bandwidth allocation among competing VCs [11]. For example, EPD tends to allocate less bandwidth for VCs with longer round-trip time and for VCs traversing multiple congested nodes. This is often referred to as the “VC starvation” problem. In addition, connections with bulky data tend to get more bandwidth than highly bursty traffic connections under EPD.

To improve the fairness performance, EPD can be extended by incorporating a fair buffer allocation mechanism to alleviate the fairness problems. In [12], two fair buffer allocation techniques have been studied: per-VC accounting and per-VC queuing. Per-VC accounting uses a single shared FIFO queue and state information on a per-VC basis. The per-VC state information can be, for example, the number of cells of each VC in the FIFO queue. On the other hand, per-VC queuing implements a separate queue for each VC and permits output cell scheduling on a per-VC basis such as round-robin cell scheduling. Simulation results in [12] show significant improvement of fairness performance.
using these fair buffer allocation techniques. The simulation results also show that per-VC queuing offers far better fairness performance than the specific per-VC accounting technique examined in [12]. However, per-VC queue is much more expensive to implement than a shared FIFO queue.

A technique called virtual queuing is proposed in [2] to regulate the traffic between ABR and VBR interactions. This technique is applied in [16] to emulate the round robin service of per-VC queuing on a FIFO queue for improving the performance of TCP over ATM. This application of the virtual queuing technique can be viewed as a sophisticated form of per-VC accounting. Simulation results in [16] illustrate that when combined with EPD techniques, virtual queuing can provide significant improvement of fairness performance.

The original virtual queuing technique utilizes the queue occupancy on a per-VC basis in a shared FIFO queue. While this choice of per-VC state variable is quite intuitive and yields reasonably good performance, no analysis is given in [16] to provide a theoretical understanding of the technique. Our results in this paper differ from those in [16] in several ways. First, we propose a new choice of per-VC state variable, which has a precise analytical relation to the number of cells transmitted for each VC. Second, we propose a new efficient EPD technique based on dynamic discarding queue thresholds, which can better adapt to highly bursty traffic. The theoretical insights allow us to design an improved scheme that achieves nearly perfect fairness of average throughput among multiple TCP connections.

II. FURTHER DISCUSSION ON RELATED WORKS

A. Packet Discard Algorithms

As mentioned before, the EPD technique was first proposed in [14] to improve the throughput of TCP in congested ATM networks. Prior to the study in [14], a simpler strategy called Partial Packet Discard (PPD) or selective cell discarding was studied in [1]. In PPD, an ATM switch will drop all subsequent cells from a packet if one cell of that packet has been dropped due to buffer overflow. As shown in [14], the performance of TCP over ATM using PPD is lower than EPD. This is because in PPD, cells are forced to be discarded when buffer overflows even if the cells belong to packets which already had all of their previous cells transmitted. The bandwidth used to transmit the previous cells of the packets are wasted since the packets are corrupted.

Another packet discard algorithm called Random Early Detection (RED) is proposed in [6]. A randomized algorithm, RED uses a mechanism that discards packets with probability proportional to the average queue occupancy. RED is designed to maintain a low average queue size in cooperation with end-to-end congestion control mechanisms. It is suggested in [14] that EPD and RED can be used together to improve the performance.

B. TCP over ATM

Following the work in [14], another simulation study of TCP performance over ATM is presented in [4] with various congestion control schemes, including selective cell-drop strategies, and a credit-based flow control scheme that back-pressures individual VCs. Similar to the work in [14], they have shown that comparing with selective cell-drop schemes, TCP performs poorly under plain UBR service. The performance degradation of TCP over UBR under cell loss is similarly observed in [9], where the buffer requirement for TCP over UBR is also studied.

In [11], simulation results are given to compare the performance of TCP over ABR service with an explicit rate congestion control algorithm and TCP over UBR service with EPD (UBR+EPD). In terms of hardware complexity, existing explicit rate congestion control schemes for ABR are more expensive to implement in ATM switches and end systems than UBR+EPD schemes. The purpose of the work in [11] is to see how much performance improvement ABR has over UBR with its added complexity. Simulation results in [11] show the following: (1) UBR+EPD has low fairness performance and requires a relatively large buffer to achieve throughput comparable to ABR even with a small number of active VCs in a LAN configuration. (2) For the same network configurations and with ABR, TCP achieves good performance in terms of fairness and link utilization, and requires a relatively small buffer.

The work in [11] is extended in [12] which studies the performance of TCP over UBR service when EPD schemes are combined with some fair queuing techniques. In particular, simulation results show that in a LAN environment, per-VC based EPD schemes can significantly improve the performance of TCP over UBR service in terms of fairness. Similar results are also reported in [5].

C. Fair Queueing Techniques

The design of fair queuing techniques for conventional networks has been a subject of intensive research in recent years [3], [7], [8], [10], [13], [15], [18]. These works focus on the fair allocation of network resources for different packet streams. The difficulty arises from the fact that the packets are of different sizes. Even if each packet stream is buffered at a separate queue (per-connection queuing), a round robin scheduling service
on the packet streams will still result in unfair bandwidth allocation.

In ATM networks, since cells are of fixed size, given that per-VC queuing is used, round robin scheduling can already provide nearly exact fair bandwidth allocation. The fairness problems addressed in this paper are due to the fact that all cell streams are buffered at a single FIFO queue, where the order of cell arrival completely determines the order of cell departure from the queue.

A survey on various queuing and scheduling mechanisms can be found in [17].

III. IMPROVED VIRTUAL QUEUING Technique

In this section, we first describe a technique called virtual queuing [16], which emulates on a single shared FIFO queue the round-robin buffer allocation provided by per-VC queuing. In particular, a separate “virtual” queue is implemented for each VC by maintaining a state variable $\bar{Q}_j$ for each $VC_j$. The variable $\bar{Q}_j$ is increased by one whenever a cell of $VC_j$ is admitted to the FIFO queue. When the cells are transmitted out of the FIFO queue, however, the variables $\bar{Q}_j$’s are decremented in a round-robin fashion, regardless of which VC the cell transmitted actually belongs to. Thus, $\bar{Q}_j$ does not correspond to the actual queue occupancy of $VC_j$. Instead, it represents the queue occupancy of $VC_j$ as if per-VC queuing and round-robin output scheduling were implemented. The EPD mechanism is then applied to the incoming packets as with per-VC accounting [11], [12], except that the virtual queue $\bar{Q}_j$ is used instead of the actual queue occupancy $\bar{Q}_j$ for each VC.

The following is a pseudocode of the EPD mechanism combined with the virtual queuing technique. We denote “$Q$” and “$Q_{\text{max}}$” as the current queue occupancy and the maximum capacity of the ATM switch buffer, respectively. “$Th$” is the EPD threshold. $\bar{Q}_j$ is the virtual queue size of $VC_j$. $L$ is a list containing identifiers of the active VCs (i.e., connections with at least one cell in the buffer).

When a cell in $VC_i$ comes to an ATM switch:
if the cell is the first cell of a packet
$\bar{T}_k := Th/N$ if $Q \geq Th$ and $\bar{Q}_i \geq \bar{T}_k$
discard this cell
else
accept this cell into the FIFO queue
$\bar{Q}_i := \bar{Q}_i + 1$;
if $\bar{Q}_i = 1$
append $i$ to the tail of $L$
else
accept this cell into the FIFO queue
$\bar{Q}_i := \bar{Q}_i - 1$
if $\bar{Q}_i > 0$
append $i$ to the tail of $L$

When a cell of the FIFO queue is transmitted
if $L$ is not empty
let $i$ denote the first connection identifier in $L$
remove $i$ from $L$
$\bar{Q}_i := \bar{Q}_i - 1$
if $\bar{Q}_i > 0$
append $i$ to the tail of $L$

Note that the round robin buffer allocation mechanism for virtual queuing has the limitation that buffer allocation does not apply to connections with empty virtual queue. This is because $\bar{Q}_j$ is considered to be the physical queue size of $VC_j$ as if per-VC queuing were used, and physical queue size cannot have a negative value. This limitation leads to the loss of buffer allocation to active connections with temporarily empty virtual queue.

This limitation, however, can be overcome simply by allowing $\bar{Q}_j$ to be negative. With this change, round-robin buffer allocation is achieved at all time, which means fair bandwidth utilization is guaranteed. Since physical queue size cannot have a negative value, it would be confusing to continue to interpret $\bar{Q}_j$ as a queue size. Instead, it may be generalized and viewed as the excess bandwidth usage for $VC_j$ (see Theorem 2).

Our improved virtual queuing technique is based on this idea.

Conceptually, virtual queuing uses the virtual queue occupancy $\bar{Q}_j$ as the state variable to indicate the number of cells transmitted for $VC_j$. While this choice of state variable is quite intuitive, the correspondence between $\bar{Q}_j$ and the number of cells transmitted by $VC_j$ is only approximate. Our improved virtual queuing scheme uses a new state variable $M_j$ that, as we shall show, corresponds precisely to the number of cells transmitted by $VC_j$, which means exact fairness of bandwidth utilization can be achieved if $M_j$ is made fair among the VCs.

The implementation of our improved scheme is very similar to that of virtual queuing, with $\bar{Q}_j$ replaced by $M_j$. The difference between $M_j$ and $\bar{Q}_j$ is that $M_j$ is allowed to be negative while $\bar{Q}_j$ is not. However, a lower bound $-w$ (a negative value) needs to be imposed on $M_j$. This is because packets of $VC_j$ are accepted into the buffer as long as $M_j$ is less than the discard threshold $(\bar{T}_k)$. If $M_j$ is unbounded and becomes very negative, a large burst of incoming packets of $VC_j$ will be accepted into the shared FIFO queue, which could result in buffer overflow.
The pseudocode for our improved virtual queuing scheme is as follows:

Assume initially L contains connection ID (i) for all active VCs. When a cell in VC<sub>i</sub> reaches an ATM switch:
- if the cell is the first cell of a packet
  \( \overline{T_h} := T_h/N \)
  if \( Q > \overline{T_h} \) and \( M_i > \overline{T_h} \)
  discard this cell
- else
  accept this cell into the FIFO queue
  \( M_i := M_i + 1 \)
  if \( M_i = -w + 1 \)
  append i to the tail of L
- else
  if any cell of the packet has been discarded
  discard this cell
- else
  if \( Q \geq Q_{\text{max}} \)
  discard this cell
  else
  accept this cell into the FIFO queue
  \( M_i := M_i + 1 \)
  if \( M_i = -w + 1 \)
  append i to the tail of L

When a cell of the FIFO queue is transmitted
- if L is not empty
  let i denote the first connection identifier in L
  remove i from L
  \( M_i := M_i - 1 \)
  if \( M_i > -w \)
  append i to the tail of L

The discard threshold \( \overline{T_h} \) used in our pseudocode above is fixed for a given number of VCs. This simple choice of discard threshold does not adapt to the changing traffic conditions. Here we propose a dynamic threshold discarding technique, which can improve the fairness performance. Since the ideas of this technique are based on the analytical results to be presented in the next section, we shall postpone its discussion until Section IV-B.

Compared with our improved scheme with the original virtual queuing technique, we see that the increase in implementation complexity is negligible. However, the performance improves dramatically. In fact, our scheme achieves exact fairness in the long run, as we will show analytically in the next section.

IV. ANALYTICAL RESULTS

Our improved virtual queuing, like other fair queuing techniques, has two functions: provide fairness of bandwidth utilization, and prevent buffer overflow. First, we will find the relationship between \( M_j \) and the total queue occupancy, from which we will see that our scheme maintains the queue size around the EPD threshold. Then, we shall describe a new EPD technique that adapts the per-VC threshold dynamically to the changing traffic.

A. Relationship between Actual and Virtual Queues

Theorem 1: Let \( Q \) be the total queue occupancy and \( M_j \) be the virtual queue variable as defined previously. Then \( Q = \sum_{j=1}^{n} M_j \). In other words, the sum of all \( M_j \)'s equals to the total queue occupancy.

Proof: Initially, \( Q = \sum_{j=1}^{n} M_j = 0 \). From the pseudocode, we see that \( \sum_{j=1}^{n} M_j \) increases by one when a cell is accepted into the FIFO queue, i.e., when the total queue occupancy increases by one. Similarly, \( \sum_{j=1}^{n} M_j \) decreases when a cell is transmitted out of the FIFO queue, i.e., when the total queue occupancy decreases by one.

From Theorem 1, we see that if \( \sum_{j=1}^{n} M_j \) is bounded, then the total queue occupancy will be bounded and no buffer overflow will occur. In our scheme, the discard threshold for each VC is \( T_h/N \). Thus, on average, \( M_j = T_h/N \) and \( \sum_{j=1}^{n} M_j = T_h/N \). Therefore, with our implementation, the total queue occupancy will be maintained around the EPD threshold \( T_h \).

Theorem 2: Assume that every session has a weight of one, and that each \( M_j \) never reaches \( -w \). Then \( M_j = \text{Cell}_j - K \), where \( \text{Cell}_j \) is the number of cells of VC<sub>j</sub> remaining in buffer or transmitted out of the FIFO queue, and \( K \) is the number of rounds of service.

Proof: Before service starts, \( M_j = \text{Cell}_j = K = 0 \). \( M_j \) is incremented by one if and only if \( \text{Cell}_j \) is incremented by one when a new cell of VC<sub>j</sub> is accepted. \( M_j \)'s are decremented in a round robin fashion, thus, \( M_j \) is decremented by one in each round of service, and this is the only way to decrement \( M_j \). In \( K \) rounds, \( M_j \) is decremented by \( K \). Hence, \( M_j = \text{Cell}_j - K \). 

Theorem 2 indicates that if we keep \( M_j \) fair among VCs, then the throughput \( \text{Cell}_j \) is also fair. This is because if \( M_j = M_j \), then \( \text{Cell}_j = \text{Cell}_j \). Therefore, by using packet discarding techniques to balance \( M_j \)'s, one can maintain fair bandwidth utilization among all VCs.

Our improved virtual queuing ensures equal average bandwidth utilization among VCs. However, the instantaneous transmission rate of each VC may be a little different. This is mainly because our scheme still uses a FIFO queuing discipline. For data transfer or other non-real-time applications, however, the average bandwidth utilization is more important and the small variation of instantaneous bandwidth can be safely neglected. For highly bursty traffic (where the per-VC queue or virtual queue may be empty frequently), other schemes, including the expensive per-VC queuing, cannot ensure fair average bandwidth utilization since no buffer allocation is provided to VCs with empty queue. Our scheme, however, still ensures fair bandwidth al-
location since $M_j$ is allowed to be negative, and can continue to be decremented (until the lower bound is reached) even when the actual queue is empty.

**B. Dynamic Discard Threshold**

Among the established UBR connections, some may be idle, and some may be active but use less bandwidth than being allocated. In both cases, the $M_j$ values for these sessions will be less than their “fair share.” From Theorem 1, $M_j$’s for the other sessions will exceed the fair share since the sum of all $M_j$’s equals to the total queue occupancy which is maintained near a constant value with the EPD mechanism. The discard threshold ($T_h$) should be set to the desired value for sessions with more data to send than their fair shares. This is because only these sessions are affected by the discard threshold. The equation for the discard threshold can be obtained as follows. As usual, let

$$T_h = \frac{EPD \text{ Threshold}}{N}$$

where $N$ is the number of established connections (idle or active). $T_h$ can be considered as the “fair share” value of $M_j$. From Theorem 1,

$$Q = \sum_{all \ j} M_j .$$

Grouping the sessions according to the value of $M_j$, we get

$$\sum_{M_j < T_h} M_j + \sum_{M_j > T_h} M_j = Q ,$$

where sessions with $M_j < T_h$ are sessions which are idle or using less bandwidth than requested, sessions with $M_j > T_h$ are active sessions using more bandwidth than requested. Rearrange the above equation, yields

$$\sum_{M_j > T_h} M_j = Q - \sum_{M_j < T_h} M_j . \quad (1)$$

Equation (1) gives the sum of $M_j$'s for all sessions with more data to send than the fair share. It is desirable for these sessions to have equal value of $M_j$ so that the throughput would be fair among them according to Theorem 2. Let $N_{M_j > T_h}$ denote the number of such sessions. To divide the sum of $M_j$’s equally among them, the discard threshold must be

$$T_h = \frac{\sum_{M_j > T_h} M_j}{N_{M_j > T_h}} . \quad (2)$$

Substituting (1) into (2) and using the fact that the total queue occupancy is maintained near the EPD threshold, we obtain

$$T_h = \frac{EPD \text{ Threshold}}{N} - \frac{\sum_{M_j < T_h} M_j}{N_{M_j > T_h}} . \quad (3)$$

Equation (3) gives the dynamic discard threshold. The frequency at which $T_h$ is updated involves a trade off between the amount of processing required and the accuracy. Updating once after every round of service is a reasonable compromise. In Section VI, we shall show by simulation that by using a dynamic discard threshold, the fairness performance can be improved quite significantly in some cases.

**V. Simulation Model**

This section presents simulation results comparing the performance of the various queuing mechanisms. Our simulation tool is based on the MIT Network Simulator (NetSim). NetSim is an event-driven simulator composed of various components that send messages to one another. We have built upon the NetSim package by adding various ATM and TCP related components. These components include an ATM switch component, a SONET OC-3c link component, an ATM host component, a greedy source component, a multiplexing and demultiplexing component, and a TCP Reno component.

The ATM host component performs ATM Adaptation Layer for data services (AAL5) including segmentation and reassembly (SAR) of TCP packets. The ATM switch component used for this paper models a UBR switch combined with early packet discarding capability. It is a 64 x 64 output buffered switch, whose internal speedup is 64, i.e., there is no internal blocking caused by switching fabric. Each output port has a single FIFO queue, which is referred to as an output buffer.

Figure 1 illustrates the simulation model of a network with ten peer-to-peer connections based on our simulation components. On the sending side, the user components (U1s – U10s) generate data for TCP components,
which form TCP packets, and which in turn are passed onto host adapters for AAL5 processing. The two ATM switches perform cell switching between their input and output ports. On the receiving side, cells are reassembled and passed to the TCP components and then user components (U1d – U10d). By running ten concurrent TCP connections, we create a congested link between the two ATM switches. This set of simulation employs persistent traffic sources (so that there is always data to transmit when bandwidth is available). Bursty sources, which generate data intermittently, will be used later.

In addition to the peer-to-peer configuration, we shall also simulate a more complicated “chain configuration” with 20 persistent data connections (Figure 2). For simplicity, instead of illustrating the details of the components, we group user, TCP, and ATM host components into a single node in this Figure. Note that VC 1-5 traverse three congested links but each of the other VCs (6-20) traverses only one congested link. Moreover, each link is traversed by 10 VCs and is assumed to have the same capacity (150Mbps).

A third set of simulation is run using the chain configuration with some of the persistent data sources replaced by bursty sources. The bursty sources send out a burst of 520KB of data to TCP every 400ms. In each of the group of five sources (Figure 2), three are persistent data sources, and two are bursty sources. For example, sources 6-8 are persistent, and sources 9-10 are bursty.

The following parameters are employed in our simulations:

TCP:
- Mean Packet Processing Delay = 300 μsec,
- Packet Processing Delay Variation = 10 μsec,
- Packet Size = 2KB,
- Maximum Receiver Window Size = 64KB,
- Default Timeout = 500 msec.

Link:
- Speed = 150 Mbps,
- Delay = 500 nsec (Distance = 100m).

UBR-End System:
- Packet Processing Delay = 500 nsec,
- Buffer Size = infinity,
- Cell Transmission Rate = 150Mbps.

UBR-Switch:
- Packet Processing Delay = 4 μsec,
- Buffer Size (Q_{max}) = 3000 cells,
- EPD Threshold (T_h) = 1000 cells.

The TCP packet processing delay is the time that it takes the TCP source to handle the transmission of a data packet or the receipt of an acknowledgement packet. It also represents the time that it takes the TCP destination to handle the receipt of a data packet or the transmission of an acknowledgement packet. Since the TCP processing time may vary from packet to packet, we simulate it by using the mean packet processing delay plus or minus a random time, which is in the range of packet processing delay variation.

Note that the TCP default timeout will be used only when the first packet of a connection is lost, since no round trip time can be applied to calculate the retransmission timeout. However, in all our simulations, since no first packet is lost due to sufficiently large buffer, the default timeout is never triggered.

In our simulations, we consider a link delay of 500 nsec (about the distance of 100 m) to model a LAN environment. We expect TCP performance to be similar as long as the link distance lies within LAN range, e.g., up to 1000 m. This is because even with a 1000 m link distance, the link delay is only 5 μsec, which is negligible compared with the TCP packet processing delay of 300 μsec in our simulation.

VI. SIMULATION RESULTS

The 10-VC peer-to-peer configuration (Figure 1) represents a symmetric configuration with each session traversing the same number of switches through the network (queueing delay is roughly fair). We observe from Figure 3 that both schemes achieve nearly perfect fairness for this simple configuration, with our improved virtual queuing scheme yielding slightly better results in this case.

The fairness problems for the various mechanisms are much more pronounced in the chain configuration (Figure 2). To achieve max-min fair bandwidth allocation in the chain configuration, the throughput of each VC should be equal. However, simulation results in [12] have shown that with FIFO queue and simple EPD, the throughputs of VC1 to VC5 are significantly less than those of the other VCs. Virtual queuing improves the fairness by incorporating round-robin buffer allocation. Our improved virtual queuing technique achieves the best fairness in the long run, even though the switches use FIFO queuing. This is the result of the complete round-robin buffer allocation. To see how our scheme improves the fairness intuitively, refer to Figure 4. During slow start, the bandwidth for connections traversing more nodes (slope B) is lower than the bandwidth
for connections traversing fewer nodes (slope A). However, since buffer allocation is fair, connections which use less buffer space during slow start will have a lower $M_j$ value, and will be able to regain the bandwidth lost by staying longer in full bandwidth (slope C).

Figure 5 shows the simulation results when both persistent and bursty data sources are used. Our improved scheme provides fair bandwidth utilization in the long run because it is able to allocate buffer to the bursty sources when their queue occupancy is zero during the idle periods.

In many data applications, sources may be idle from time to time. As discussed in Section IV-B, idle connections may cause fairness problems if the fixed threshold discarding scheme is employed. We described in Section IV-B a dynamic threshold discarding technique to alleviate this potential problem. Simulation results in Figure 6 illustrate the effectiveness of our technique using the chain configuration (Figure 2). In this simulation, VC1, VC6, VC11, and VC16 have limited data (200 Kbytes each) to send and become idle after sending all data around 100 msec. All other VCs are persistent. Simulation results clearly show that VC2 to VC5 are treated unfairly when a fixed per-VC threshold is used, whereas nearly perfect fairness can be achieved for all VCs when our dynamic threshold discarding technique is used.
Fig. 6. TCP effective throughputs with/without dynamic threshold in the chain configuration.

VII. CONCLUDING REMARKS

We have shown analytically and through simulation that our improved virtual queuing technique combined with dynamic EPD scheme can significantly improve the performance of TCP over UBR. While per-VC queuing is expensive to implement, our scheme requires low implementation cost and provides performance of TCP over UBR comparable to the performance of the expensive per-VC queuing technique.
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